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Exercise #1. The null value for (, our transformation parameter, is a value such that the  skewness or kurtosis of the distribution of ( does not change. What is this value for the Power, Box-Cox and Manly transforms?

Exercise #2. For (<>0 is the Manly transform everywhere differentiable with respect to (?

Exercise #3. What is the null value for ( for the first John-Draper transform on slide 13? 
Exercise #4. For (<>0 is the John-Draper transform everywhere differentiable with respect to (?

Exercise #5. What is the limit of the Manly transform as (-> 0? The John-Draper transform? Hint: L’Hospital Rule.

Exercise #6. OK, enough pencil and paper stuff! Run the following code in S or R and play with the (  (lam) values. 

x<-rnorm(1000,0,1)

lam<- .01

y<-(exp(lam*x)-1)/lam

hist(y)

Exercise #7. Modify the above code to produce John-Draper transformed ‘y’ and again play with lam and watch the distribution shape.

Problem #1. Download the data called NMDATA2.CSV. This is an example of baseline data that might be challenging to treat as a covariate so we are going to model it. The data reflects 13 weekly responses for 200 subjects. As usual the data is not ragged. The columns are ID RANT TIME(days) and RESPONSE. There are no covariates or placebo or drug info as this is baseline. I also give you a model almost identical to the simulation model, CHW6.TXT. Run the model and open the TABLE it produces with you favourite stats app. Make a histogram of the modal ETA estimates. Compute the kurtosis estimate. Then do the same for the control stream CHW6A.TXT, which does a sloppy job (why?) of implementing the John-Draper ETA transform. Has the -2LL changed? Which model do you prefer? What is wrong with the second model (see Exercise #4)?
