NONMEM Project 1
Within Subject Random Effect Transformations with NMVI
B Frame

9/11/2009
    Homework #1
Exercise #1. What is the limit of the Box-Cox transform as (-> 0? John-Draper? Hint: L’Hospital Rule.

Problem #1. Consider the Box-Cox transformation for positive responses and predictions. To simulate with such a model one must generate a prediction, transform it and then add in the random within subject effect (ij to produce a quantity, say PL. Then the inverse of the transformation is applied to PL to generate the simulated data item. In such a process, a quantity that looks like...
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is produced where Y, because is has a random additive N(0,(2) component, may be negative. Moreover Y*(+1 may be negative. 1/( is always positive. Clearly, some negative numbers can be raised to positive powers ((-2)^(2)=4), yielding real answers. Others cannot. When is it possible to raise a negative base to a positive power and not have an imaginary component in the answer? Hewlett Packard calculators might be illuminating here? The bottom line here is that during simulation one can generate negative or imaginary values for the response.
Problem #2. Download the data called NMDATAHW7.CSV. The data reflects 12 hourly concentrations taken after a 4000mg IV bolus of a new anti-protozoal to 100 subjects. As usual the data is not ragged. The columns are ID, TIME(hours) and CONCENTRATION (mg/L). There are no covariates.  I provide you with a model for the data (CHW7.TXT). This model is a one compartment set up parameterized in terms of CL and VD, with between subject random effects on CL and VD, but these random effects are not correlated. The within subject error model is a simple additive error model. This is probably not the best model for this data but it gives us a learning platform for coding up dynamic TBS. The actual model used to generate within subject variability is quite complicated and would be very difficult or impossible to implement in NM.  Run the model and open the TABLE it produces with you favourite stats app. Make a histogram of the residuals. Compute the kurtosis and skewness estimates. Now modify the control stream to implement the dynamic John-Draper TBS. This will involve modifying the control stream to transform the prediction, compute the correct residual, as well as include new contr and ccontr subroutines. Use the same contr subroutine that I used in the workshop. Modify the ccontr subroutine from the workshop to reflect the John Draper transform and its Jacobian contribution to -2LL. Make a histogram of the residuals. Compute the kurtosis and skewness estimates.  Has the MOF changed much?
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